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WHY?



THE COMPUTATIONAL LIMITS OF DEEP LEARNING Neil C. Thompson, Kristjan Greenewald MIT (JULY 2022)

Progress in accuracy is linked to computational burden which is 
linked to carbon footprint

Carbon emissions (lbs), and economic costs ($USD)
Hardware performance cannot keep pace



MIT Technology 
Review

https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/
https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/
https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/




What is Temporal Computing?



• Computing with delays in time so the number 6 becomes 

• <click> 6 seconds <click>
• Addition 9 =

• <click> 6 seconds <click> 3 seconds <click>
• All vital operations performed (2014)
• THE CONJECTURE

• Addition 9 =

• <click> 6 femtoseconds <click> 3 femtoseconds <click>
• petahertz processing



7 Reason for Thinking Temporally
1. Time is free.
2. No Need for gates ... accumulate and scale
3. The representation is more efficient.
4. Easy to Parallelise.
5. Clocks are Fast.

1. Waves are even faster.
6. Can be implemented in Analog and Digital
7. And on a variety of media from CMOS to Radio Waves
8. Its what the brain does.



Simple 
clocks are 
still fast ...



Temporal Computing: Groups
• NIST Uni Maryland (Advait Madhaven)

• Tim Sherwood’s group Uni Cal. Santa 
Barbara (Advait Madhaven)

• UGEMM group (Wisconsin)

• Prof James Smith’s (Wisconsin) work

• York Group (Me and Simon!)

• Temporal Computing (Me and Prof Alex 
Yakovlev and team)



NIST

https://www.nist.gov/programs-projects/temporal-computing
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NIST/ Uni Cal Santa Barbara

A. Madhavan, T. Sherwood and D. Strukov, "Race Logic: 

Abusing Hardware Race Conditions to Perform Useful 

Computation," in IEEE Micro, vol. 35, no. 3, pp. 48-57, 

May-June 2015, doi: 10.1109/MM.2015.43
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Racetracks

H. Vakili et al., "Temporal Memory With Magnetic Racetracks," in IEEE Journal on Exploratory Solid-State Computational 

Devices and Circuits, vol. 6, no. 2, pp. 107-115, Dec. 2020, doi: 10.1109/JXCDC.2020.3022381.

Red/Write/Erase



UGEMM

D. Wu, J. Li, R. Yin, H. Hsiao, Y. Kim and J. S. Miguel, "uGEMM: Unary 

Computing for GEMM Applications," in IEEE Micro, vol. 41, no. 3, pp. 50-56, 1 

May-June 2021, doi: 10.1109/MM.2021.3065369.
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James Smith

https://arxiv.org/abs/2001.04242

Min/Max/Gtr/less/equal

Synch-par



And Finally … 
Min/Max/Add/Mul/Sub/MAC

Sequential Multiplexed

•A Variable Bitwidth Asynchronous Dot Product Unit Fresh Idea

Jonny Edwards, Adrian Wheeldon, Rishad Shafik, and Alex Yakovle 2019 

ASYNCH19



• Even the definition is contentious
• Research is “patchy” at best
• The benefits are too “hand-wavey”

• There’s no convincing “Physics” 
• Race logic is simple

• The graph solutions are space-time tradeoffs
• Min/max are only a subset of useful operations

• Tropical algebras may help
• The memory work is very isolated from compute

• No mention of Turing Completeness
• My work is only partially in hardware
• There is no fixed platform
• No taxonomy  
• There’s no killer problem



• We have a starting point here.
• Taxonomies and definitions

• Ramps and Capacitors are useful.
• And a start has been made.

• Infinite memory is interesting.
• General speedup may be the killer problem.
• An implementation platform may come along with 

world-changing characteristics.
• The 1-bit idea …



THE ELEPHANT(S) in the room
1. MODERN HARDWARE is NOT going to scale for 
next-gen AI 

2. QUANTUM COMPUTING will not be useful in my 
lifetime.



?
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